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Abstract: Automatic Differentiation (AD) based on a sequential internal function represen-

tation requires an amount of memory proportional to the size of the computational graph.

For iterative processes of uniform complexity this means that the memory requirement is

proportional to the number of iterations. Especially for fixed point iterations of the form

xk+1 = F (xk, u) with xk, xk+1 ∈ IRm and u ∈ IRn

this is not efficient, since it neglects any structure of the problem.

The method of Reverse Accumulation, introduced by B. Christianson (1994) allows for

linear converging iterations limk→∞ xk = x∗ the iterative computation of the gradient

ūT = x̄T dx∗
du

.

Here x̄ ∈ IRm describes a given weight vector and ū ∈ IRn is the vector of the resulting

sensitivities or the gradient, respectively. The iteration of the gradient converges with the

same rate as the fixed point iteration itself. The memory requirement for this method is

independent of the number of iterations and with this of the desired accuracy.

We apply the concept of Reverse Accumulation within the AD tool ADOL-C to compute

gradients of fixed point iterations. Results for the large scale applications will be presented.

Furthermore we give the concept to incorporate differentiation of fixed point iterations

into ADOL-C to decrease the memory requirement and therefore increase the range of

applications.
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