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Abstract: In recent years, PC-based cluster has become a mainstream branch in high per-

formance computing (HPC) systems. Like other systems supporting HPC, one of the most

important concerns in PC-based cluster is how to improve response time, throughput, and

utilization. Therefore, scheduling can have a significant impact on performance charac-

teristics of the system. This paper focuses on building an adaptive scheduling algorithm

for Supernode II, a PC-based cluster built at HCMC University of Technology. Based on

characteristics of the system and running jobs, the adaptive space-sharing scheme has many

advantages compare to other solutions. The proposed scheduling algorithm for Supern-

ode II is an improvement over other existing adaptive space-sharing solutions. The algo-

rithm includes two main parts: a function to calculate number of processors allocated for

jobs (partitioning-function) and rules to select jobs to be executed (job-selecting rules).

The partitioning-function creates partitions for jobs adapting to the current system sta-

tus and satisfying the requirement of jobs. In combination with the partitioning-function,

job-selecting rules will help improving system utilization, reducing resource fragmentation,

preventing indefinite postponement and getting a fair-share between jobs. Although the

algorithm is specially built for Supernode II, we prove that it is suitable for other PC-based

clusters with the similar characteristics.

1 Faculty of Information Technology
Ho Chi Minh City University of Technology, Vietnam
268 Ly Thuong Kiet, District 10, Ho Chi Minh City, Vietnam
nam@dit.hcmut.edu.vn

2 Computing Center
Ho Chi Minh City University of Technology, Vietnam
268 Ly Thuong Kiet, District 10, Ho Chi Minh City, Vietnam


